„but why“

* Technological advancement, logarithmic progress, at the edge of ASI
* S-curse progress
* Possibly at the edge of another spike-phase ?
* AI as a term has lots of unintentional meaning
* ANI vs AGI vs ASI
* AGI: Short-lived state? As soon as AGI => instant ASI?
* ANI: “**just** causing a harmful nuclear power plant malfunction or destroying an economy”
* calculation/second requirement, supercomputers
* moore’s law & human calculation power for 1k$ => AGI close?
* ASI level of intelligence incomprehensible
* ASI – “merciful god?”
* AGI > ASI, analogy: 3D vs 4D?
* ASI immortality?
* “confident corner” & “anxious avenue”
* ASI: oracle, genie, sovereign?
* Safe transition
* ASI “singleton”, decisive strategic advantage
* Worst case: extinction (but death awaits anyways), best case: could have immorality chance